
Prior to the 9/11 terrorist attacks, several foreign
nationals enrolled in US civilian flying schools to

learn how to fly large commercial aircraft. They want-
ed to learn how to navigate civilian airlines, but they
were not interested in landings or takeoffs. They all paid
cash for the lessons. So, the 9/11 investigations raised
questions about whether intelligence agencies could
have connected the dots and prevented the attacks.1

But how do you connect these seemingly isolated dots
and reveal the hidden story?

One clue might lie in the differentiation between puz-
zles and mysteries that Malcolm Gladwell made in a
recent New Yorker article on stories about Enron’s col-
lapse.2 To solve a puzzle, Gladwell writes, you need a
specific piece of information; but to solve a mystery, you
must ask the right question. Connecting dots is more a
mystery than a puzzle. You might have all the necessary
information in front of you and yet fail to see the con-
nection or recognize an emergent pattern. Asking the
right question is critical to staying on track.

Visual analytics is an emerging discipline that helps
connect dots. It facilitates analytical reasoning and deci-
sion making through integrated and highly interactive
visualization of complex and dynamic data and situa-
tions.3 Solving mysteries is only part of the game. Visual
analytics must augment analyst and decision-maker
capabilities to assimilate complex situations and reach
informed decisions. Information theory offers a frame-
work for keeping focused on the right questions. 

An information-theoretic view 
In information theory, the information value carried

by a message is the difference in information entropy
before and after receipt of the message. Information
entropy is a macroscopic measure of uncertainty defined
on a frequency or probability distribution. The infor-
mation-theoretical approach attempts to quantify dis-
crepancies of the information content of distributions.
Information indices, such as the widely known
Kullback–Leibler divergence,4 are entropy-based mea-
sures of discrepancies between distributions.5

We can define the K-L divergence of probability dis-
tribution Q from probability distribution P as 

The divergence measures the loss of information if
we use Q instead of P, assuming P is the true distribu-

tion. We can view information entropy as the divergence
from a uniform distribution. This is consistent with the
common interpretation of information entropy as a
measure of uncertainty, or lack of uniformity. 

A useful alternative interpretation of the K-L diver-
gence is the expected extra message length the com-
munication entails if the message is transmitted without
using a coding scheme based on the true distribution.
In computer science, an object’s Kolmogorov complexity,
also known as algorithmic entropy or program-size com-
plexity, measures the amount of computational
resources needed to specify the object. 

Visual analytics must integrate and interpret findings
at both microscopic and macroscopic levels. Human
analysts are good at dealing with macroscopic patterns
and mysteries, but they can be overwhelmed by micro-
scopic attributes and relations. Information-theoretic
strategies and techniques can help. They lend them-
selves to many ways of decomposing and aggregating
information across microscopic and macroscopic levels
of abstraction—for example, statistical decomposition
analysis. Information-theoretic analysis provides a uni-
fying foundation for studying uncertainty, belief, and
evidence in complex situations.

Information foraging and sense making 
Situation awareness is a critical part of analytical rea-

soning. It typically involves two integral and iterative
subprocesses, information foraging and sense making,
which we can characterize from an information theo-
retical point of view.

Information-foraging theory is a predictive model for
search behavior.6 According to the theory, an informa-
tion environment is made of patches of information; an
information forager moves from one patch to another
in search of information, just as a predator searches for
its prey. The theory answers questions about how for-
agers choose information patches and how they spend
their time with them.

Information-foraging theory assumes that people
adapt search strategies to maximize their profitability,
or profit-to-investment ratio. The investment typically
includes the time spent in searching and assimilating
information from patches. The profit includes the gain
in finding relevant information. Users, or information
foragers, tend to follow a path that can maximize over-
all profitability. Information scent is the perception of the
value, cost, or accessible path of information sources. It
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gives users clues on their next move. When
possible, we rely on it to estimate the poten-
tial profitability of an information patch. 

The power of information-foraging theory
is its adaptability and extensibility. It provides
a quantitative framework for interpreting
behavioral patterns at both microscopic and
macroscopic levels. For instance, connecting
the dots of mysterious behaviors of 9/11
hijackers at flying schools would depend on
the relevant scent’s prevalence and strength.1

The next question to answer is where and how
an analyst could find the right information
scent to follow in the first place. 

Figure 1 is not designed with information-
foraging theory in mind, but the visualization
intuitively illustrates the profit maximization
principle behind the theory. The connective
density reinforces the patch boundaries.
Colors and shapes give various information
scents about each patch. These scents will
help users choose which patch they want to
explore in more detail.

From an information-theoretic view, infor-
mation scent only makes sense if it’s con-
nected to the broader information-foraging context,
including the search’s goal, the analyst’s or information
forager’s prior knowledge, and the contextual situation.
This broader context implies a deeper connection
between the information-theoretic view and the vari-
ous analytic tasks in situation awareness.

For example, voting in political elections involves a
complex sense-making and reasoning process. Voters
must make sense of overwhelmingly diverse informa-
tion, differentiate political positions, accommodate con-
flicting views, adapt beliefs in light of new evidence, and
make macroscopic decisions. Information-theoretic
approaches provide a valuable, generic strategy for
addressing these issues. Voters are influenced by candi-
dates’ positions regarding a spectrum of political issues
and their own interpretations of those positions.7

Researchers are particularly interested in how uncer-
tainties about candidates’ political positions affect vot-
ers’ decisions. Information theory lets us represent
candidate positions on controversial issues as a proba-
bility distribution. The underlying true distribution is
unknown. We can measure the voters’ uncertainty by
the divergence of a sample from the true distribution.
In a 1980 US presidential-election study, Larry Bartels
found that voters in general dislike uncertainty.8

In a 1994 congressional-election study, Jeff Gill con-
structed an aggregate measure of uncertainty about can-
didates as well as political issues based on three levels of
voter certainty regarding each political issue.7 The study
analyzed answers from 1,795 respondents on issues
such as crime, government spending, and healthcare.
The results suggested that politicians are better off with
unambiguous positions, provided their positions do not
drastically differ from those held by widely supported
candidates.

The effect of uncertainty seems to act at aggregated
levels as well as individual levels. Crime, for example,

has been a Republican campaign issue for decades. Gill’s
study found that Republican candidates who are vague
on this issue almost certainly suffer at the polls.7 This
example shows that an information-theoretical
approach provides a flexible tool for studying informa-
tion uncertainty in complex reasoning and decision-
making processes.

Evidence and beliefs 
People review their beliefs when new information

becomes available. For example, physicians run various
tests on their patients, then they make sense of test
results and decide if more tests are needed. In general
elections, voters ask questions about candidates’ polit-
ical positions to reduce or eliminate uncertainties about
choosing among them. Bayesian reasoning is a widely
used method to analyze evidence and synthesize our
beliefs. Applications cover a wide variety of domains,
from interpreting mammography for breast cancer risks
to differentiating spam from genuine email. US Navy
investigators successfully applied Bayesian reasoning to
the search for the USS Scorpion, a nuclear submarine
that was lost at sea in May 1968. The search was partic-
ularly challenging because no one knew its location
prior to its disappearance. The Bayesian search theorem
guided the search according to the following six steps: 

1. Formulate hypotheses of whereabouts of a lost
object.

2. Construct a probability distribution over a grid of
areas based on the hypotheses.

3. Construct a probability distribution of finding the
lost object at a location. 

4. Combine the two distributions and form a proba-
bility distribution; use the new distribution to guide
the search.

5. Start the search from the area with the highest prob-
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Figure 1. Three clusters of co-cited papers on terrorism research. Each circle depicts a
paper. Lines connecting papers are co-citation links. Prominently labeled papers in each
patch offer the patch’s topical scent. Patch colors, indicating the time of a connection,
provide a scent of freshness. Citation ring sizes provide a scent of citation popularity.



ability and move to areas with the next highest prob-
abilities.

6. Revise the probability distribution using the
Bayesian theorem as the search goes on.

In the USS Scorpion search, experienced submarine
commanders independently provided hypotheses of the
Scorpion’s whereabouts. Investigators started the search
from the grid square of the sea with the highest proba-
bility of finding the submarine and moved on to squares
with the next highest probabilities. They used the
Bayesian theorem to upgrade the probability distribu-
tion over the grid as the search moved along. They found
the Scorpion in October 1968 more than 10,000 feet
underwater, within 200 feet of the location suggested
by the Bayesian search theorem.

Bayesian reasoning lets searchers estimate a search’s
cost at local levels and adapt their search path accord-
ing to revised beliefs as the process progresses. This
adaptive strategy is similar to the profit maximization
assumption of information-foraging theory. The revi-
sion of beliefs turns probabilistic distributions to infor-
mation scents. The Bayesian search method is a tool that
might help analysts solve mysteries.

Saliency and novelty
Solving mysteries in visual analytics is akin to finding

needles in haystacks. Although success finally depends
on human analysts to identify subtle information dif-
ferences, the analysts need tools that can reliably single
out subtle outliers or surprises from an overwhelming-
ly vast and diverse population. Information indices cap-
ture feature discrepancies in different distributions. 

Saliency and novelty are essential information prop-
erties to visual analytics. A salient feature or pattern is
prominent in that it stands out perceptually, conceptu-
ally, or semantically. In contrast, novelty characterizes
the uniqueness of information. A landmark has a high
saliency in its skyline, whereas a design’s novelty mea-
sures how unique it is in comparison to others. Humans
can often effortlessly spot salient or novel features visu-
ally. However, identifying these features computation-
ally is difficult because they are emergent and
macroscopic as opposed to specific and microscopic.
Capturing emergent features and matching semantic
features with visual saliency and novelty is a funda-
mental challenge in visual analytics.

Information theory can be used to define saliency as
statistical outliers in a semantic or visual feature space.
Novelty, on the other hand, can be defined as statistical
outliers along a specific dimension of the space, such as
the temporal dimension.

Using saliency and novelty, Laurent Itti and Pierre
Baldi developed a computational model that can detect
surprising events in video.9 They define surprising
scenes in terms of the piece of data that is responsible
for how an individual changes a belief between two dis-
tinct frames. A belief is transformed from a prior distri-
bution P(Model) to a posterior distribution P(Model |
Data). They measure the difference between prior and
posterior distributions over all models by relative
entropy, that is, the K-L divergence. Surprise is then the

average of the log-odd ratio with respect to the prior dis-
tribution over the set of models. The higher the K-L
scores, the more discriminate the detection measures
are. Surprises identified by the computational model
turned out to be a good match to human viewers’ eye
movements on video images. 

Structural holes and brokerage
Surprises are surprises because they are not expect-

ed in a particular context. Similarly, there is an inter-
esting connection between context and creativity. An
idea that one community sees as trivial or common
might seem inspirational and creative in another. Where
do we expect to find creative ideas in our society, an envi-
ronment full of information patches?

Structural holes are a topological property of a social
network. According to Ronald S. Burt, structural holes
refer to the lack of comprehensive connectivity among
social-network components.10 Person-to-person links
are few at structural holes, whereas the links tend to be
uniformly strong at a group’s center. Because structur-
al holes restrict information flows, they offer potential
advantages to the privileged few who are strategically
positioned over them. 

The advantages are called a vision advantage. People
connected across groups are more familiar with alter-
native ways of thinking, which gives them more options
to select from and synthesize. Because they have more
ideas to choose from, the selection quality tends to be
better. 

Burt identifies four brokerage levels for creating value
in this situation, from the simplest to the most advanced: 

1. Increasing the mutual awareness of interests and dif-
ficulties of people on both sides of a structural hole.

2. Transferring best practice between two groups.
3. Drawing analogies between groups seemingly irrel-

evant to one another. 
4. Synthesizing thinking and practices from both

groups. 

Burt found indeed that a vision advantage associat-
ed with brokerage translates to better-received ideas.

A brokerage between information foraging and the
structural holes theory might be fruitful for visual ana-
lytics. The structural-hole-induced brokerage perspec-
tive addresses situations where information scents are
either missing or unreachable. On the other hand, the
structural-hole theory can guide foragers in selecting
potentially information-rich paths. Consider the three
prominent clusters shown in Figure 1—a brokerage per-
spective focuses on the linkages connecting distinct clus-
ters. Consequently, the focus on intercluster connections
provides unique leverage to differentiate individual
papers at a higher aggregation level. In the terrorism
research example, the earliest theme is about physical
injuries; a later theme is centered on healthcare and
emergency responses; the most recent theme focuses
on psychological and psychiatric disorders. Cognitive
transitions from one theme to another become easier to
grasp at this level. This high-level understanding can
also serve as a meaningful context for detecting what is
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common and what is surprising. To understand terror-
ism research as a whole, we must understand how these
themes interrelate. The whole here is more than the sum
of the parts. An information-theoretic view brings us a
macroscopic level of insights. 

Macroscopic views of information
content

Information entropy is a useful system-level metric
for information uncertainty in a large-scale dynamic sys-
tem. Figure 2 shows entropy fluctuations in terrorism
research on the basis of keywords assigned to scientific
papers between 1990 and the first half of 2007.
Entropies are computed retrospectively according to the
accumulated vocabulary throughout the entire period.
The graph shows two steep increases in 1995–97 and
2001–03. These increases indicate fundamental
changes in the overall landscape of terrorism research.
Information-theoretic insight uniquely identifies emer-
gent macroscopic properties without overwhelming
analysts with much microscopic detail. Using the ter-
minology of information foraging, these two periods
have transmitted the strongest information scent. Note
that using the numbers of unique keywords fails to
detect the first period identified by information entropy.
Subsequent analysis at microscopic levels reveals that
the two periods are associated with the Oklahoma City
bombing in 1995 and the 9/11 events.

Information indices let us compare the similarity
between different years. Figure 3 (next page) shows a
3D surface of the K-L divergences between distributions
in different years. The higher the elevation, the more
difference there is between two years of research. For
example, the blue area has the lowest elevation, which

means that research is more similar in the recent three
years than in earlier years.

Information-theoretic techniques provide not only a
means of addressing macroscopic questions but also a
way to decompose and analyze questions at lower aggre-
gation levels. Given that we have seen two periods of
fundamental transformation in terrorism research, the
next step is to understand what these changes are in
terms of their saliency and novelty. Different distribu-
tions might lead to the same entropy level. To compare
and differentiate distributions, we can use information-
theoretic metrics such as information bias, which mea-
sures the degree to which a subsample differs from the
entire sample that it belongs to. We can easily identify
high-profile thematic patterns in terms of term fre-
quencies. Low-profile thematic patterns are informa-
tion-theoretic outliers from the mainstream keyword
distributions. Low-profile patterns are as important as
high-profile patterns in analytical reasoning because
they tell us something that we are not familiar with, and
so something novel.

Informational bias T(a:B) is defined as follows, where
a is a subsample of the entire sample B, and b is a mem-
ber of B. and are corresponding prob-
abilities and conditional probabilities. is the
conditional entropy of B in the subsample. We can com-
pare the temporal distribution of a given keyword to the
entire space of temporal distributions of keywords:
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Figure 2. Information entropies of the terrorism-research literature between 1990 and the first half of 2007. The two steep increases
correspond to the Oklahoma City bombing of 1995 and the 9/11 events.
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Figure 3. Symmetric relative entropy matrix shows the divergence between the overall use of terms in the terror-
ism-research literature across different years. The recent few years are most similar to each other. The boundaries
between areas in different colors indicate significant changes of underlying topics.

Figure 4. A network of keywords in the terrorism-research literature (1995–97). High-frequency terms appear in black, whereas outlier
terms identified by informational bias appear in dark red. 



Figure 4 illustrates how to facilitate a sense-making
process with both high- and low-profile patterns embed-
ded in the same visualization. The network in Figure 4
consists of keywords that appeared in 1995, 1996, and
1997, corresponding to the first period of substantial
change in terrorism research. High-profile patterns are
labeled in black, whereas low-profile patterns are
labeled in dark red. High-profile patterns help us under-
stand the most salient terrorism-research topics in this
time period. For example, terrorism, posttraumatic-
stress disorder, terrorist bombings, and blast overpres-
sure are the most salient. The latter two topics are closely
related to the Oklahoma City bombing event, whereas
posttraumatic-stress disorder is not directly connected
at this level. In contrast, low-profile patterns include
avoidance symptoms, early intrusion, and neu-
ropathology. These terms are unique in reference to
other keywords. Once analysts identify these patterns,
they can investigate even further and make informed
decisions. For example, they might examine whether an
unexpected topic is appearing for the first time or a new
trend is emerging. 

Conclusion
Developing methods and principles for representing

data quality, reliability, and certainty measures through-
out the data transformation and analysis process is a key
element on the research agenda for visual analytics.3

This introduction to an information-theoretic view of
visual analytics illustrates its potential contributions to
facilitate analytical reasoning and visual analytics.
Asking the right question is the key to connecting the
dots in visual analytics. Examples in this article show
various ways to apply information-theoretic theories,
strategies, and techniques to find the dots, make sense
of them, and differentiate them at different levels of
abstraction—from macroscopic to microscopic. The
information-theoretic perspective provides a potential-
ly effective framework to address questions concerning
analytical reasoning with uncertainty, synthesizing evi-
dence from multiple sources, and developing a macro-
scopic understanding of a complex, large-scale, and
diverse body of information systematically. It should
stimulate further advances in visual analytics and work
harmonically with other approaches to facilitate ana-
lytical reasoning. ■
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